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* Machine learning basic ideas

* Deep learning, and what’s so special about it
 How to use deep learning for image classification

* Advanced deep learning models for object detection
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Machine Learning Basics



What is Machine Learning?

* Type of computer algorithm that is capable

to automatically configure its internal parameters (learn)
by looking at a set of examples given as a data set,

in order to perform specific task on similar data with usable accuracy.

 Examples of what it can do :

* Learn to assign items to category - classification

* Learn relationship between variables,
in order to estimate a numeric value - regression
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* Advanced machine learning technique
, Accuracy Rate
Why deep learning 100% - _
° ngher accuracy W|th more data o #Traditional CV ® Deep Learning
e Successful in solving vision-based 8 80%
©
problems, and in general problems with E 0% : O g
i [
lots of inputs. S - : !
. : ®
e Automates manual feature extraction 50% E
. . g . . Amount of data 4
commonly used for image classification in 40% i
traditional machine |earning How do data science techniques scale with amount of data? 20%
Source: l
° Breakthrough in image recognition and https://machinelearningmastery.com/what-is- 20%
_ ’ deep-learning/
natural language processing 10%
https://www.slideshare.net/NVIDIA/nvidia-ces- 0%
2016-press-conference 2010 2011 2012 2013 2014 2015
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MACHINE LEARNING SHALLOW LEARNING
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Extracted Features Extracted Features Weighted Features

Algorithm Algorithm

Raw Data

https://www.frontiersin.org/articles/10.3389/fninf.2019.00053/full

https://www.linkedin.com/pulse/introduction-shallow-machine-learning-ayman-mahmoud/
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Feed Forward Neural Network

input

dtj?[]EﬂEF’de?TTTE

hidden

hidden

output

e

© 2021 Deep Netts

2021
embedded

VIS N
summit

Nodes are grouped into layers that
determine the order of
execution/computation.

Each node performs computation
based on its inputs and set of
weight coefficients.

Learning is based on error
minimization of total network
error for given data set.

Can be use for both classification
and regression tasks



Supervised Training Procedure

Training
Examples

S

Training Data
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Neural Network

: C Outputs

Error

* Adjusting Internal Parameters

Training Algorithm

o

Optimization Method
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Components for training a
network:

Network
Training data
Optimizer
Testing data
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* Image Classification — assign an Classification f?::;f:;zttiiz: Object Detection Selgr;::eanr::teion
image into one of many different ' x5 T
categories K7 ]

* Object Localization — determine GAT. DOG, DUGK.  (CAT: DOG; DUEK
the location of a single object = ~ J - J

ithin i Single obje Multiple object
within image rgjeiotied ple objects

Image Source: https://leonardoaraujosantos.gitbook.io

* Object Detection — localizing and
classifying multiple objects within
image
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Image Classification A Al

* Extension of a feed forward network
specialized for image
classification/recognition

* Introduces convolutional layers with e yee e N
adaptive image filters capable for
Image filters/

learning and detecting shape and color e
features

* Reduces image preprocessing and
feature extraction — now it’s learned
during the training

" Qutput

",
",
%
.

Input Image Convolutional Pooling Convolutional Pooling Layer
Layer Layer Layer Layer
(extract and (scaledown Fully Connected
learn image previous layer) Layer
features) |classify learned features)
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Convolution - the Magic of Convolutional Layéh'_lf

|
'
!

0 (1] 0 0 0 0 0 0 0 0 0 0 0 0

0o 156 | 155 | 156 | 158 | 158 0 167 | 166 | 167 | 169 | 169 165 | 165

o 153 | 154 | 157 | 159 | 159 0 164 | 165 | 168 | 170 | 170 164 | 166 | 166

0 149 | 151 | 155 | 158 | 159 0 160 | 162 | 166 | 169 | 170 0 156 | 158 | 162 | 165 | 166

0 146 | 146 | 149 | 153 | 158 0 156 | 156 | 159 | 163 | 168 0 155 | 155 | 158 | 162 | 167

0 145 | 143 | 143 | 148 | 158 0 155 | 153 | 153 | 158 | 168 4] 154 | 152 | 152 | 157 | 167

Input Channel #1 (Red) Input Channel #2 (Green) Input Channel #3 (Blue)
111 1/0]o0
0|1]|-1 1]|-1]|-
0|1]|a 1]10]-1

Kernel Channel #1 Kernel Channel #2 Kernel Channel #3
Output .
b1
ﬂ ﬂ ﬂ -25 Fs
- LY
308 5 —498 s 164 +1=-25 N >
I -
Bias=1
Convolution operation is sliding small matrix (filter) over input pixels
Image source: https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53
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* Convolutional Layer — performs feature detection

* Max Pooling Layer — scales down input images

* Fully Connected Layer — performs classification

* Softmax Layer — estimates probability for categories

* Linear Layer — performs regression, estimates object position

* Dropout Layer — reduces overfitting
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Image Classification Using CNN

|
feature maps

t
\ 4y 28 x 28

nxn

\
\
————————— Ty S ——
feature extraction classification
Image source: https://developer.nvidia.com/discover/convolutional-neural-network
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* VGG Net: 16 or 19 layers, 3x3 conv Layer 12
filters
Layer I-1 Residual/skip connections
* ResNet: skip connections enable v/
deeper networks Layer |
* InceptionNet: concatenates filters of \ —
different sizes 3x3, 5x5, 1x1 FonEmman
ﬂ\
* Mobile Net: depthwise separable | e | oo
convolutions, and thinner more 11 corvvoNiions i ; 7
efficient networks 11 convolutions | | 1x1 convolutions | | 3x3 max pooling

Previous layer

Filter concatenation
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Evolution of Object Detection B i

e Convolutional Network for Object Detection

e Region-based Convolutional Neural Network (RCNN)
* Fast RCNN

* Faster RCNN

* You Look Only Once - YOLO

 Single Shot Detector — SSD

* Convolutional network for image classification +

Regression for determining the position

O DEEP NETTS
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* Generate about 2000 region
, , 8 , R-CNN: Regions with CNN features
proposals from input image using sl T
the Selective Search gl mmlaeEs| v T T T b :
% person? yes.
NI e L I CNNIN :
i ‘ — 74\ L tvmonitor? no.
e Run a convolutional net to classify 1. Input 2. Extract region 3. Compute 4. Classify
image  proposals (~2k) CNN features regions

each region proposal

* |ntuitive but slow
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Fast R-CNN

* In order to reduce computation
region proposals are generated from
the last convolutional layer, not from
the original image.

* The computationally expensive
convolutional layers are calculated
only once.

* Still using selective search for region
proposals

O DEEP NETTS
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Fast R-CNN

Linear +
Softmax | softmax Linear | Bounding-box
classifier TR
Fully-connected layers

“Rol Pooling” layer

Regions of ﬁ@/—i—/ﬁ/ “conv5” feature map of image

Interest (Rols)

from a proposal Forward whole image through
method ConvNet
ConvNet
Input image

Image source: https://www.kdnuggets.com/2017/10/deep-learning-object-

detection-comprehensive-review.html
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Object is a cal efine sition
Faster R-CNN -

Classification Bounding-box |

* Introduced region proposal network | ™ o [Q P rewessonios: |
instead of selective search: does the

Object or not object BB proposal

. L] L] ?
reglon Contaln ObJeCt' Classification Bounding-box .
loss regression loss Rol pooling
Fast R-CNN R ﬁ 5;1
Linear + : ' proposals —r
Softmax softmax Linear rB:l.:Z(:;l;%;bOX / // / /
classifier &
FCs Fully-connected layers Region Proposal Network
!
/7 /7 "“RolPooling” layer feature map

p. 4
Regions of %&M “conv5” feature map of image

Interest (Rols) / ' ' pre-train image-net

from a proposal Forward whole image through
method ConvNet

Image source: https://www.kdnuggets.com/2017/10/deep-

learning-object-detection-comprehensive-review.html
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YOLO - You Look Only Once .. i;nlfépldd@ﬁi
' summit

* Divides input image into SxS grid

e Each grid cell predicts a specific number of
bounding boxes (B) and confidence scores for
those boxes.

e |If the center of an object falls into a grid cell, that
grid cell is responsible for detecting that object.

e Used pretrained convolutional features from
(typically ImageNet)

SxS grld on mput Final detections

* Faster, and end-to-end training without region
proposals, compared to faster RCNN

Class probability map

* Has problems with detecting small grouped

objects o o
See more at: https://pjreddie.com/media/files/papers/yolo_1.pdf
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e Uses a fixed set of default bounding boxes
with small convolutional filters
* For each box, both the shape position and S—
the confidences for all categories are iy il
predicted. L1 EHIEHE
* Uses convolutional network (VGG-16, A, T —) '
ResNet, MobileNet) as feature extractor, L- ”/O'C': A(C;,'C'y', w P
and additional conv layers for object B N conf | (c1,€2,- -} cp)
detection (a) Image with GT boxes (b) 8 x 8 feature map (c) 4 x 4 feature map

* Improves speed vs accuracy tradeoff

e Compared to YOLO it is faster but less
accurate for some problems
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* Deep learning is enabling modern computer vision

 The fundamental models to do this are convolutional neural networks
* Image classification is basic computer vision
* Image classification can be extended to object detection

* Tensorflow provides various implementations and pretrained convolutional networks
that can be used for computer vision problems
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 Deep Learning Made Easy for Non-Experts

4¥ DeepNettsPlatform 11.3-6b879cb782eaadf13a731aff82eada11289a66f7 - ] X
File Edit View Tools Window Help

 Deep Learning IDE and Java Library FEHES EEYE ) O

Projects X‘ File: ‘ —‘ dovx]. || NewImageDataset.properties X| NewTrainingl.properties | Visual Machine Learning Workflow > Z Error Graph - Ne... L=
=-4F Dukeproject23

* Free For Development T B eyt o

= J!p Network Architectures

https://www.deepnetts.com/download g8 o

+ @ NewTrainingl.properties

= I Trained Networks
+-[)0 snapshots NewlmageDataset.propertie:

I IE} deepNetwork1.dnet| Properties
B EE Training Logs Name: NewlmageDatase & 5 Model Training
= training-Llog Type: images i

sapuadoid ﬂ

& = Data Set
File

< = Model Evaluation

* Easy to use, integrate and maintain (lower cost) . , oot s R

x =
Navigat... =1 Network Architecture

File

 Good accuracy with less data .

Type: convolutional

Tnitializing training...

* No requirements for specialized hardware (GPU) — v g os- Tt =

.
* Highly portable - B —
g y p Leading and preprocessing images... This may take few moments depending of the number and size of images.
images
5

0 DEEP NETTS © 2021 Deep Netts 23


https://www.deepnetts.com/download

2021

Resources to get started embedded

Deep Learning and image recognition book

https://leonardoaraujosantos.gitbook.io/artificial-
intelisence/machine learning/deep learning/object localization and detection

Deep Learning for Object Detection: A Comprehensive Review https://www.kdnuggets.com/2017/10/deep-
learning-object-detection-comprehensive-review.html

Image classification with Convolutional Neural Network in Tensorflow

https://www.tensorflow.org /tutorials/images/cnn

Tensorflow Object Detection API

https://github.com/tensorflow/models/tree/master/research/object detection
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