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SAE! Levels of Autonomy | VISION

Complete Autonomy Vehicle drives itself in all situations

Vehicle drives itself in specific cases Driver not required at all

Significant Autonomy (e.g.: urban streets) times

Vehicle drives itself

Conditional Autonomy but may give up control

Driver ready to regain control

: Vehicle drives itself . : .
Partial Autonomy but not 100% safely Driver monitors all the time

Vehicle steers

Assisted Driving or controls speed

Driver operates vehicle

Driver only Driver operates vehicle
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Autonomous Driving Stack

Solving the complex autonomous driving problem flow

-

High-precision Localization

GNSS, Ego Pose,

IMU, CAN Ego Velocity Ego pose in map frame

Map fusion
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Human-like Driving Planner
Assertiveness vs Safety

Predicted trajectories
of objects, desired
plan for Ego vehicle

Behavior :
. . Motion
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gzmera velocity, acceleration
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Robust Perception Stack
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QUQ ICONVV\ 1 KPl is Key Performance Indicator 6
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Peak TOPs is not Enough gﬁ%l%ll\l

Autonomy KPIs

Throughput / Quantization Safety and
Latency TOPS Accuracy IMOlPE il Security
reactin Btit(:;thssuléizelr; event / Architecture / erI:]r;A\uFﬂh(al\\lleereao?J teg Ihsarllcc)ltle Cost/ Thermal ASIL B/D
g Compiler Efficiency gn. mitigation Protecting Network Weights

high speed delta low SNR scenario

Qua ICONVV\ 1 TOPs is Tera Operations Per Second 2nAPis mean Average Precision 7



Robust Quantization Techniques VISION

A mAPis a typical KPI used in studying accuracy before and after

quantization Example for Low SNR Scenario

A Low SNR scenarios (tail scenarios) are critical for autonomy

A Low SNR in context of DL could mean the FP32 performance (e.g.,
decision boundaries) are barely meeting performance, and quantization
noise results in failure for these scenarios, e.g.:

A Objects represented by few pixels such as far away objects or Far object
small objects

A Rare objects (e.g., non-conventional trailer trucks, animal on the
road, é€&.)

A Bad weather/lighting conditions

A Significant improvement from quantization -aware training

Uncommon object
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Driving the Industry Towards embedded §
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. Leading model efficiency research and fast commercialization

Data-free Quantization Joint Pruning and Quantization DONNANAS
(ICCV 2019) (ECCV 2020) (ICCV 2021)
() (] (]
Model efficiency Relaxed Quantization AdaRound Bayesian Bits Transformer Quantization
research (ICLR 2019) (ICML 2020) (NeurlPS 2020) (EMNLP 2021)
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Model efficiency
commercialization
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Qualcomn® Neural Processing
SDK and Qualcomn? Al Model

Model efficiency Efficiency Toolkit (AIMET) Pro

open-sourcing
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Al Model Efficiency Toolkit (AIMET) OS

Qualcomm Neural Processing SDK is a product of Qualcomm Technologies, Inc.

Qua ICONV“ AIMET is a product of Qualcomm Innovation Center, Inc.- 9
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AdaRound Results VISION

| Sante Road a
» | Mast Boulevard 4%
Missien Gerqe Rd &

Post -training technique that W T .
makes INT8 quantization Mofor;é,; R O -a-e?m
more accurate and INT4 - j‘“jfrucky : ,
quantization possible = o g T

= N
Bit width  Mean AP (mAP) e — - —
FP32 Baseline

Sante Road /e
o | Mast Boeulevard 4%
Mission Qerqe Rd 6

INT8 baseline AV
quantization ~1O% B <1D/6 O

Reduction in accuracy
between FP32and INT8

INT8 AdaRound e AdaRound quantization
quantization Sl —

INT8, AdaRoundquantization
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Front Camera Multi -Task Architecture VISION B

— Multi -task architecture
with common shared
backbone

Architecture trends:

Traffic Drivable

3D RelD? : Task M Depth ---- Task N
Sign Space . . .
o g A Higher resolution A Pushing
Detection Tasks Segmentation Tasks requirements on compute
t t and memory
2DBB Segmentation _ -
¥ ' A High dilation factors
- A Transformer heads
biFPN?

A Low level fusion across
multiple cameras

Shared Backbone

1 2DBB is 2D Bounding Box 2RelD is Re-ldentification
3 biFPNis Bi-directional Feature Pyramid Network 11
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