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○ Conventional vs. deep learning

● Neural networks and deep learning
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○ Elements of a neural network

○ Neural network training

● Convolutional neural networks (CNNs)

○ Building blocks of CNNs

○ Applications of CNNs

○ Popular CNN architectures
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High-level introduction to AI
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Classical learning vs deep learning
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What are neurons?
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… and what are neural networks?
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Neural networks as a vehicle for deep learning
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Universal Approximation Theorem

A one-hidden-layer neural network with enough neurons can approximate any
continuous function within the given input range.
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Neural network-based classifier
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Neural network training
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Loss and gradient descent algorithm
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https://medium.com/nerd-for-tech/deep-learning-activation-functions-their-mathematical-implementation-b620d536d39b


● Gray-level pixel: 8 bit ranging between 0 and 255

● Color pixel: Three 8-bit channels for Red, Green & Blue (RGB)

How does a computer see an image?
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What is different about the image data?
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Introduction to CNNs
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Convolutional layer



Building blocks of CNNs
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Convolution operation



Building blocks of CNNs
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Padding: same vs. valid



Building blocks of CNNs
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Stride



Building blocks of CNNs
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Building blocks of CNNs
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Pooling layer



Building blocks of CNNs
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A multi-layer CNN



Deep learning is representation learning
(a.k.a. feature learning)
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Applications of CNNs
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Image Classification

Pdog = 0.9

Pcat = 0.1



Applications of CNNs
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Object Detection



Applications of CNNs
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Instance Segmentation



AlexNet (2012) – 62.5% accuracy on ImageNet

“The neural network, which has 60 million parameters and 500,000 neurons, consists of five convolutional
layers, some of which are followed by max-pooling layers, and two globally connected layers with a
final 1000-way softmax.”

Popular CNN architectures
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Popular CNN architectures

24© 2022 Intel

VGG16 (2014) – 71.5% accuracy on ImageNet



ResNet (2015) – >80% accuracy on ImageNet

Popular CNN architectures
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Residual block with a skip connection

Popular CNN architectures
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Trend of CNN-based classifiers
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The data is collected from https://paperswithcode.com.



Trend of CNN-based object detectors
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The data is collected from https://paperswithcode.com.



Questions?
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• https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-
neural-networks-the-eli5-way-3bd2b1164a53

• https://indoml.com/2018/03/07/student-notes-convolutional-neural-networks-
cnn-introduction/

• https://towardsdatascience.com/beginners-guide-to-understanding-
convolutional-neural-networks-ae9ed58bb17d

• https://towardsdatascience.com/an-overview-of-resnet-and-its-variants-
5281e2f56035

• https://www.doc.ic.ac.uk/~bkainz/teaching/DL/notes/equivariance.pdf

• https://paperswithcode.com
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