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Image of LLaVA generated by GLIGEN
"a cute lava llama with glasses" + box prompt
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Once Upon a Time...
When I was a Graduate Student (2006-2012)

Frontal face detection Fingerprint recognition

Recognizing license plates, 
zip codes, checks

Very few computer vision systems worked 
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Computer Vision in the Deep Learning Era
(2012 - Present)

Image classification
Object detection

Pose recognition

Semantic segmentation

3D prediction

Surface normal prediction

… and many more3



Explosion in ...

Students!

Startups!

Funding!

Hiring! 
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Ingredients for Success Today
1. Big compute (GPUs)

2. Big models (deep neural nets)

3. Big data
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However, Prevailing Paradigm Thus Far: 

“Specialist” models: single-model, single-task

Object Detection Only Pose Recognition Only
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User: Can I print my documents here?Object Detector
1. Finetune and expand vocabulary 

to indoor settings
2. Detect: printer.
3. There is no printer.

OCR Engine
1. Result: BUSINESS CENTER <coords>
2. Answer: Probably?

Final output to the user

🥴
Hmm.. I am not sure. Maybe no, maybe yes.
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Specialist models are insufficient



Rise of “Generalist” Foundation Models (2020s)

Image credit: https://blogs.nvidia.com/blog/what-are-foundation-models/

• Single-model, 
many tasks

• Large Language 
Models (e.g., GPT4)

• Vision Transformers
• Image-Text Models 

(e.g., CLIP)
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Rise of “Generalist” Foundation Models (2020s)

• Contrastive Language-
Image Pretraining (CLIP) 

• Trained using 400M image-
text pairs

• Zero-shot recognition

“Learning Transferable Visual Models From Natural Language Supervision” Alec Radford et al. 20219



Rise of “Generalist” Foundation Models (2020s)

“Learning Transferable Visual Models From Natural Language Supervision” Alec Radford et al. 2021

• Contrastive Language-
Image Pretraining (CLIP) 

• Trained using 400M image-
text pairs

• Zero-shot recognition
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• ImageBind aligns multiple modalities

• Emergent alignment

Rise of “Generalist” Foundation Models (2020s)

“ImageBind: One Embedding Space To Bind Them All” Rohit Girdhar et al. 202311



Today’s talk: 
Large Multimodal Generalist Models 

• Generalist vision-language models that understand visual data and 
communicate in natural language

• Controllable (“aligned”) models that produce desirable outputs for 
wide-concept knowledge

• Challenge: How to effectively train such models with minimal 
supervision?  

• Solution: Adapt pre-trained foundation models, and design semi-
automatic methods for data collection
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Humans See and Reason about the Visual World;
Express and Interact with Natural Language
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How to Build Generalist Multimodal Models?

[J. Wang et al. 2022. GIT: A Generative Image-to-text Transformer for Vision and Language]
[J. Li et al. 2023. Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models]
[J.-B. Alayrac. 2022. Flamingo: a visual language model for few-shot learning]
…

• Prior methods generally lack instruction following capabilities
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• GPT-4V: Strong language and visual reasoning, but closed-source

[GPT-4 Technical Report, OpenAI. March 2023.]

How to Build Generalist Multimodal Models?
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How to Build Generalist Multimodal Models?

1. Data to tune the model for instruction-following capabilities

2. Strong pretrained vision and language models

3. Connecting vision and language

Visual Encoder

What is unusual about this image? Language Decoder

Cross-modal Connector

The unusual aspect of this image is …

Image

Instruction

Output
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Lessons from Training Large Language Models

• Step 1: Representation learning
- Self-supervised pre-training
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[Chris Manning, Simons Workshop on Large Language Models and Transformers, 2023.]

Lessons from Training Large Language Models

Prompt: Explain the moon landing to a 6 year old in a few sentences.

Completion: Explain the theory of gravity to a 6 year old.
Explain the big bang theory to a 6 year old.
Explain evolution to a 6 year old.

• Pre-training on bulk text does not naturally produce an LLM that 
understands user intent!

• How do we get ChatGPT-like models?
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• Step 1: Representation learning
- Self-supervised pre-training

• Step 2: Instruction Tuning 
- Supervised fine-tuning / RLHF

Lessons from Training Large Language Models
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• Step 1: Representation learning
- Self-supervised pre-training

• Step 2: Instruction Tuning 
- Supervised fine-tuning / RLHF

Lessons from Training Large Language Models
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Lessons from Instruction Tuning in LLMs

Explain human's behavior.
Behavior: cry.

There could be many reasons why a person might cry. 
They could be feeling sad, scared, angry, or 
frustrated…

Recommend a movie for me.
Certainly! Without specific preferences in mind, I'll 
recommend a popular and highly-rated movie: "The 
Shawshank Redemption." It's a classic drama film …

Instruction Output

… …
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• How to collect instruction tuning data?
• Human: high-quality, hand-written by humans  high cost

• Machine: strong LLM-based teacher like ChatGPT affordable cost

Explain human's behavior. <reference answer>

Recommend a movie for me. <reference answer>

Manual seed instruction-output pairs

Please generate new instruction-output pairs that meet the following requirements: …

<new instruction 1> <new output 1>

…

[Yizhong Wang. 2022. Self-instruct: Aligning language model with self generated instructions.]

Lessons from Instruction Tuning in LLMs

23



All are text-only!

Lessons from Instruction Tuning in LLMs
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Visual Encoder

What is unusual about this image? Language Decoder

Cross-modal Connector

The unusual aspect of this image is …

Image

Instruction

Output

Instruction Tuning in Large Multimodal Models

• How to obtain Image-Instruction-Output triplet training data?
• Can we use a large language model for this?
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Image

A group of people standing 
outside of a black vehicle 
with various luggage.

Context (caption)

Context (layout)
person: [0.68, 0.24, 0.77, 0.69], person: [0.63, 0.22, 0.68, 0.51], 
person: [0.44, 0.23, 0.48, 0.34], backpack: [0.38, 0.69, 0.48, 0.91],
….

[T.-Y. Lin et al. 2014. Microsoft coco: Common objects in context.]

MS-COCO
Each image associated with:
• 5 captions
• Object categories / bounding boxes

Text-only GPT Assisted Visual Instruction Data Creation

• How do we get a text-only LLM to “see” an 
image?

 Let it read context information written in text 
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Manual seed example(s) of context-instruction-output triplets.

Instruction Output

What are the challenges 
these people might be 
facing?

They may be having difficulty fitting 
all luggage into the back of the SUV. 
There are many bags, suitcases 
already in the back, while more…

Please generate new Context-Instruction-Output triplets that meet the following requirements: …

<new instruction 1> <new output 1>

<new context (caption) 1>

<new context (layout) 1>

Text-only GPT Assisted Visual Instruction Data Creation

Text-only ChatGPT

Context

A group of people standing 
outside of a black vehicle 
with various luggage.

Context (caption)

Context (layout) person: [0.68, 0.24, 0.77, 
0.69, backpack: [0.38, 0.69, 
0.48, 0.91] …

What are the two people 
doing?

The two people are talking in front 
of a whiteboard about math …

Visual Instruction-following Data:
Triplet (image, instruction, output)
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Visual Encoder

What is unusual about this image? Language Decoder

Cross-modal Connector

The unusual aspect of this image is …

Image

Instruction

Output

Instruction Tuning in Large Multimodal Models

• How to obtain Image-Instruction-Output triplet training data?
• Can we use a large language model for this?
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LLaVA-Instruct-158K

Conversation: 58K
Detailed description: 23K
Complex reasoning: 77K

Text-only GPT Assisted Visual Instruction Data Creation
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How to Build Generalist Multimodal Models?

1. Data to tune the model for instruction-following capabilities

2. Strong pretrained vision and language models

3. Connecting vision and language

Visual Encoder

What is unusual about this image? Language Decoder

Cross-modal Connector

The unusual aspect of this image is …

Image

Instruction

Output
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LLaVA: Large Language-and-Vision Assistant

Vision Encoder:      CLIP-ViT-L/14
Projection:              Linear layer (MLP in LLaVA-1.5)
Language Model:   Vicuna, LLaMA-2-Chat, MPT-Chat, etc.

[H. Liu et al. NeurIPS 2023. Visual Instruction Tuning. https://llava-vl.github.io]31

https://llava-vl.github.io/


Stage 1: Pre-training for Feature Alignment

Data: Creative Captions (CC3M) data subset of 595K image-text pairs

[H. Liu et al. NeurIPS 2023. Visual Instruction Tuning. https://llava-vl.github.io]32

https://llava-vl.github.io/


Stage 2: End-to-end Visual Instruction Tuning

[H. Liu et al. NeurIPS 2023. Visual Instruction Tuning. https://llava-vl.github.io]

Data: LLaVA-Instruct-158K for open-ended user-oriented visual instruction following tasks
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Strong Visual Reasoning 
Capability

Example: Extreme Ironing
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Strong Visual Reasoning 
Capability

Example: Parodied Mona Lisa
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Strong Emergent OCR 
Capability

Example: CVPR & 
Vancouver
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• Stronger performance on 
visual understanding 
benchmarks

• Better OCR, Yes/No 
answering, etc., due to 
scaling up data, model, 
image resolution

“Improved Baselines with Visual Instruction Tuning (LLaVA-1.5)” Haotian Liu, Chunyuan Li, Yuheng Li, Yong Jae Lee. CVPR 2024

Extensions: LLaVA-1.5



• Significantly outperforms LLaVA-1.5-13B

• Matches Gemini Pro on selected benchmarks

Model MMMU (val) MMMU (test) MathVista MMBench-EN MMBench-CN MM-Vet

GPT-4V 56.8 55.7 49.9 75.8 73.9 67.6

Gemini Ultra 59.4 - 53 - - -

Gemini Pro 47.9 - 45.2 73.6 74.3 64.3

LLaVA-1.5-13B 36.4 33.6 27.6 67.8 63.3 36.3

LLaVA-1.6-34B 51.1 45.3 46.5 79.3 79.0 57.4

Extensions: LLaVA-NeXT (1.6)

“LLaVA-NeXT: Improved reasoning, OCR, and world knowledge” Haotian Liu et al. January 2024 (blog)38



Combinatorial Task Generalization

Multilingual Text-only 
Conversation

English-Only
Visual Conversations

Multilingual
Visual Conversations

Seen Training Data Generalized Capabilities
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Translation: What is the name of
this area? Please describe briefly.

Emergent Multilingual
Capability

Example: French Quarter
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Combinatorial Task Generalization

Multilingual Text-only 
Conversation

English-Only
Visual Conversations

Multilingual
Visual Conversations

VQA/OCR data Visual Conversations
Improved Visual Groundedness / OCR

in Visual Conversations

Seen Training Data Generalized Capabilities

Longer Writing
Text-only Conversations

Shorter (casual)
Visual Conversations

Improved Writing in
Visual Conversations

Do not need to create all combinations of data in training; let LMMs generalize!
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Community Efforts on LMMs

LLaVA

2023
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Community Efforts on LMMs

LLaVA

2023
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How to Train (Fine-tune) Large Models Efficiently?

• Parameter Efficient Fine-Tuning (e.g., Low-Rank Adaptation, Hu et al. 2021)
• LLaVA can be fine-tuned with LoRA

Image Source: https://huggingface.co/docs/peft/main/en/conceptual_guides/lora44



[GLIGEN: Open-Set Grounded Text-to-Image Generation, Yuheng Li et al., CVPR 2023.]

Text prompt: “A hen is hatching a huge egg”

hen

egg

GLIGEN: Grounded Language-Image Generation

• Efficiently converts a text-to-image (T2I) model to grounded generation model
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Segment Everything Everywhere All at Once

• Generalist segmentation model that can be prompted with text and visual inputs

[Segment Everything Everywhere All At Once, Zou et al., NeurIPS 2023.]
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Looking Forward: Is Visual Understanding Solved?

Not quite …
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Looking Forward: Limitations of Current Models

• Capabilities
• Hallucinations

• Alignment without forgetting

• Video understanding

• Smaller performant models

• …

• Understanding
• Origination of emergent behaviors like OCR

• How does the performance of LLMs affect the capability of the LMMs

• Impact of instruction tuning on knowledge

• …
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• When a task is beyond a model’s capabilities, SFT encourages it to hallucinate

Looking Forward: Hallucinations in LMMs

Image Source: Aligning Large Multimodal Models with Factually Augmented RLHF, Sun et al. 202350



• (Small models + high quality data) ≈ (larger models + lower quality data)

• LLaVA w/ Phi-3 LLM for multimodal shows similar trends

Looking Forward: Smaller Models

Image Source: Microsoft51



Looking Forward: Multimodal AI Agents

• AI Agents that can self reflect, use tools, plan, and collaborate with other agents 

Image Source: The Rise and Potential of Large Language Model Based Agents: A Survey, Xi et al. 202352



Conclusions

• From specialist to generalist multi-modal models

• Controllable (“aligned”) image understanding for open-world concepts

• Build upon pre-trained foundation models, design semi-automatic data 
collection methods

• Code, models, online demo available: 

https://llava-vl.github.io/, https://gligen.github.io/, https://github.com/UX-Decoder
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Thank you

• Haotian Liu, Yuheng Li, Utkarsh Ojha, Mu Cai, Xueyan Zou, Chunyuan
Li, Jianwei Yang, Jianfeng Gao

Utkarsh Ojha Mu Cai Xueyan Zou
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Yong Jae Lee
University of Wisconsin-
Madison and GivernyAI

Questions and Answers

Text your questions to +1 408-400-2702


